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Background

▪ Modeling longitudinal healthcare data is challenging

• Heterogeneous: static & dynamic variables

• Irregular sampled: patient’s irregular visits, incomplete recording, etc.

• Results need to be reasonably interpreted

▪ Monitor health record sequences using machine learning method

• Able to handle the temporality of multivariate sequences

• Able to memorize the long-term dependencies among variables

• Regression or Markov models: memoryless, may miss severe symptoms in the 

past
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Prediction Framework
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▪ How to learn an appropriate representation for the longitudinal health data? 



RNN for Sequences
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RNN cell

Hidden layer
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ℎ2 ℎ3 ℎ𝑡

update gate            𝑧𝑡 = 𝜎(𝑊𝑧𝑥𝑡 + 𝑈𝑧ℎ𝑡−1)
reset gate               𝑟𝑡 = 𝜎(𝑊𝑟𝑥𝑡 + 𝑈𝑟ℎ𝑡−1)

intermediate state  ෨ℎ = tanh(𝑊𝑥𝑡 + 𝑈𝑟𝑡 ∘ ℎ𝑡−1)

hidden state          ℎ𝑡= 𝑧𝑡 ∘ ℎ𝑡−1 + 1 − 𝑧𝑡 ∘ ෨ℎ𝑡

Gated recurrent unit (GRU)



RNN for Sequences
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▪ Can memorize the characteristics of sequential variables

▪ GRU variant uses reset gate and update gate to control how much information 

from previous state should keep around

▪ Limitations:

▪ Get more impact from last few timestamps, and may not discover major 

influences from earlier time 

▪ May not be able to memorize all the past information of long sequences

▪ Adding attention mechanism to RNN



Attention Mechanism
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▪ Automatically calculate the importance of each past visit to current prediction

▪ Get weight solely from current state ℎ𝑖
𝛼𝑡𝑖 = 𝑓(𝑊ℎ𝑖 + 𝑏)

▪ Aggregate past information in context 

vector 𝑐𝑡

𝑐𝑡 = σ𝑖=1
𝑡−1𝛼𝑡𝑖ℎ𝑖

▪ Combine context vector 𝑐𝑡 and current 

hidden state ℎ𝑡
෨ℎ𝑡 = 𝑓(𝑊 𝐶𝑡; ℎ𝑡 )

▪ ෨ℎ𝑡 is the latent representation for all the 

past visits
Fig. Location based attention.



Attention Mechanism
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Fig. General attention and concatenation-based attention.

▪ To capture the relationships between current hidden state and all the previous 

states 
▪ Measure relationship between ℎ𝑡 and ℎ𝑖

𝛼𝑡𝑖 = 𝑓(ℎ𝑡
T𝑊ℎ𝑖) General attention

𝛼𝑡𝑖 = 𝑣𝑓(𝑊 ℎ𝑡; ℎ𝑖 ) concatenation-based 

attention

▪ Aggregate past information in context vector 𝑐𝑡

▪ Combine context vector 𝑐𝑡 and current hidden 

state ℎ𝑡

▪ ෨ℎ𝑡 is the latent representation for all the past 

visits



Multi-task Learning Framework
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Predictions

▪Multi-diagnoses prediction

▪ Predict the status of multiple diagnoses

▪ Each task is to predict one diagnosis

▪ Each diagnosis has multiple severity 

levels

▪Multi-task learning:

▪ Learn a shared representation from all 

the features 

▪ Perform task-specific prediction on top of 

the shared information

𝑀 is the number of tasks(diagnosis variables we monitor)



Two Real World Examples

▪ The Study of Osteoporotic Fractures (SOF)

▪ Predict bone health status (normal, osteopenia and osteoporosis) of different body regions 

(hip, femoral neck, etc) 

▪ Cardiovascular disease (CD) data from University Hospital of Catanzaro, Italy

▪ Predict level (normal, low/high abnormal) of different blood tests (MYO, CKM, TRHS, etc)
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Table: Statistics of datasets



Prediction results 

▪ Baselines

• Median considers each diagnosis separately

• Logistic regression (LR) feeds input directly into classifiers, not memorizing historical information

▪ RNN: Memorize long-term dependencies

▪ RNN+attention

▪ 𝑅𝑁𝑁𝑙 location-based attention, 𝑅𝑁𝑁𝑔 general attention, 𝑅𝑁𝑁𝑐 concatenation-based attention

▪ Fully take all the previous visit information for prediction
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Visit Interpretation (Case Study)
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▪ Attention score is used to measure the importance of historical visits to current 

prediction

Fig. Attention weights of five patients, each with four 

visits on SOF data.

▪ The last visit is usually the most 

important. (patient 1, 4&5)

▪ Attention mechanism can identify earlier 

important visits (patient 2&3)

▪ Interpreting visit importance can help 

doctors to better monitor disease 

progression



Visit Interpretation (Case Study)
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Table: BMD diagnoses and attention scores of 2nd 

patient. 0 is normal, 1 is osteopenia. Note that 2 

(osteoporosis) does not occur for this patient.
▪ Using 𝑉1 to 𝑉5, predict  𝑉6

▪ 𝑉4 and 𝑉5 are closer to 𝑉6 in terms of 

time, 𝑉2 and 𝑉3 have the same 

diagnoses as 𝑉6.

▪ Attention mechanism assigns larger 

weights to 𝑉2 and 𝑉3, indicating the 

variable conditions are similar to 𝑉6.



Conclusion
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▪ RNN architecture

• memorize health characteristics of longitudinal records

• promising results on predicting risk of diseases

▪ Attention mechanism

• further improve accuracy, and interpret visit importance

• provide suggestions for doctors to pay attention on information from specific time 

points

▪ Monitor multiple diagnoses simultaneously

• learn shared hidden causes and confounding risks

• can help doctors to make more precise decisions on controlling risks



Questions

Question: RNN is designed to memorize sequential information by recursively 

updating its hidden states. In our longitudinal health data prediction, we add 

attention mechanism on RNN in the visit level. The advantage of using attention 

mechanism is:

A. Reduce the dimension of feature representation

B. Measure the contribution from historical states

C. Extract high level abstract features

D. Investigate feature correlations
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Answer

A. Reduce the dimension of feature representation

B. Measure the contribution from historical states

C. Extract high level abstract features

D. Investigate feature correlations

Explanation: Attention mechanism makes RNN more powerful. RNN is 

impacted more by the latest information, and may not be able to discover major 

influences from earlier timestamps. We add attention in the visit level, to 

measure the importance of each visit timestamps. The attention based RNN 

can take all the previous visit information into consideration, assign different 

importance scores for the past visits.
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Thank you!

Questions?


